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Abstract 

 
This paper presents a prototype implementation of 

end-to-end monitoring of performance parameters in 
SIP-based communication. The approach is to inte-
grate signalling information and measurements of user 
data traffic. Test measurements illustrate some results 
that can be obtained per session; packet loss, round-
trip delays and their variation, inter-arrival jitter and 
throughput.  
 
1. Introduction 
 

The topic of this paper is end-to-end monitoring of 
SIP-based communication. The approach is to integrate 
the control plane (signalling) and the user data plane, 
i.e. to take advantage of the signalling information in 
SIP messages to measure performance parameters in 
data traffic between the endpoint users.  

Monitoring agents at the user clients measure 
packet loss, round-trip time, inter-arrival jitter and 
throughput. The prerequisite is that no dedicated 
measurement equipment is deployment at the end us-
ers. This means that high precision synchronized 
clocks are not required. Two different solutions are 
discussed, one where the measurements are managed 
from the SIP server side, and another where the user 
clients manage the monitoring activities themselves.  

There are several approaches to monitoring of per-
formance parameters in the user traffic set up by sig-
nalling system (SIP, H.323 etc.). Active testing be-
tween dedicated probes is one common solution among 
the current products on the market. Another is to col-
lect the reports made by implementations of RTCP 
(Real-time control protocol) [1]. RTCP-XR is an ex-
tension to RTCP which makes it possible to send the 
reports to a common server for processing [2]. This 
solution is however limited to RTP traffic.  

The approach in this paper is instead to use a more 
general-purpose traffic meter that is triggered by the 
signalling information when the calls are set up. A 

similar idea has previously been proposed for meas-
urements in ATM networks [7]. 

The paper is organised as follows. In Section II the 
relevant SIP signalling information is explained. The 
NeTraMet flow meter agents used at the endpoints are 
described in Section III. The system solutions and im-
plementations are presented in Section IV. Examples 
of measurement results in Section V illustrate the pro-
totype implementation. Discussion of results and the 
conclusions are found in the two final sections.  
 
2. Monitoring of SIP-Based Communica-
tion 
 

Session initiation protocol (SIP) establishes IP te-
lephony calls and multimedia sessions [3]. The ap-
proach in this paper is to use the signalling information 
between user clients and SIP servers to configure and 
trigger performance measurements of user traffic be-
tween the endpoints. 

A typical sequence of SIP messages between a user 
agent and a SIP proxy server is shown in Figure 1. The 
calling party sends an INVITE message to the SIP 
proxy server (or directly to the called party if a proxy 
server is not used). The IP address and user name of 
the calling user agent are found in the Contact field 
(sip:username@ip-address:sip-port) and a call identifi-
cation number in the Call-ID field. The SDP part (ses-
sion description protocol) of the INVITE message con-
tains the UDP port number that will be used by the 
calling user agent for voice and various media infor-
mation. If the called party is detected and accessible, a 
180-RINGING message is sent. It conveys the IP ad-
dress of the called party. The 200 OK message, sent 
when the call is answered, contains the IP address and 
port number used by the called party for data transport. 
A BYE message indicates that the call is terminated. 
The BYE message from a user passes the SIP proxy 
server if configured as “record route”; otherwise the 
terminating messages are sent directly between the 
endpoints and are never seen by the proxy servers.   
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Figure 1. SIP messages for a typical call session.  

 
3. Flow Meter Agents – NeTraMet OAM 
Version 

The traffic flow meter NeTraMet has been used to 
measure the traffic at the endpoint users [4]. Tradition-
ally a flow meter counts bytes and packets belonging 
to the defined flow at a single point. In previous work 
a multipoint traffic flow performance meter has been 
implemented as an extension to NeTraMet (OAM ver-
sion) [5].  
 
3.1. Combining Active and Passive Methods 

The OAM version of NeTraMet was developed as a 
realisation of a method for a traffic flow performance 
meter that combines active and passive methods ([6] 
and [7]). It is designed as a combination of traffic flow 
meters and dedicated monitoring packets to obtain 
these goals. The size of a monitoring block determines 
the precision and resolution of the delay estimates, and 
the resolution of the loss and throughput metrics. The 
block size can be expressed in terms of time periods or 
number of packets or bytes. The packet filter specifica-
tion controls the granularity of the traffic flows that are 
being monitored.    

The method consists of three main components: 
packet filters to specify the traffic flows, traffic meters 
to count the number of packets and bytes, and monitor-
ing packets that activate storage of intermediate values 
of the meters and provide samples of packet delays. 
These monitoring packets are inserted periodically or 
randomly between blocks of data packets as indicated 
in Figure 2.   

 
Figure 2. Two monitoring packets enclose a monitoring 
block that consists of N user packets on average.    
 

The precision, accuracy and resolution of the met-
rics are determined by the size of the monitoring block, 
which is the distance between two consecutive moni-
toring packets (expressed in time intervals or in num-
ber of data packets). This is the main parameter of the 
monitoring method used to adjust the accuracy of the 
results. The method gives the following results per 
traffic flow (defined as a unique combination of desti-
nation and source addresses and port numbers, trans-
port protocol and possibly other parameters).  
• Packet delays.  

Estimates of packets delays and delay variation 
based on samples are obtained. One-way delays 
can be measured if the meters have synchronized 
clocks, otherwise round-trip times are measured. 

• Packet loss.  
Beside the long-term averages for the entire meas-
urement periods, the distribution of losses per 
monitoring block is obtained. The length of loss 
periods and loss-free periods can be computed.  

• Throughput.  
Utilized capacity for the entire measurement pe-
riod and per monitoring block are obtained. 

Packet loss is measured exactly (due to the passive 
technique) while the delay estimates are based on sam-
pling using monitoring packets. The statistical issues 
related to the distribution of the length of the loss peri-
ods and loss-free periods are analysed further in [7].  

 
4. NeTraMet 
 

The meter is controlled by a set of rules written in a 
high-level language, the simple ruleset language (srl), 
which defines the flows to be measured. NeMaC man-
ages the meters remotely and collects the flow data 
from the meters [8]. As distributed, NeTraMet meters 
traffic flows, where a flow is defined as a set of pack-
ets having specified values of their address attributes. 
To configure NeTraMet one writes a ruleset specifying 
which flows to meter, and which attribute values are 
required for each flow. The meter is modified by Nevil 
Brownlee [5] to maintain a table of measurement 
groups. Each group may have a list of flows belonging 
to it. Two new flow attributes are also implemented:  



• GroupIdent, which is the ID of the measurement 
group the traffic flow belongs to; 

• MeasurementData, which indicates that dedicated 
monitoring packets (belonging to a specific meas-
urement group) are associated with a traffic flow. 
These packets cause the meter to create measure-
ment data records for each traffic flow in the meas-
urement group. 

When flow data is read from the NeTraMet meter, it 
includes all the measurement data records produced for 
a flow since the previous meter reading. This system is 
simple to understand and use, and it allows one to col-
lect measurement data for any required flow. For ex-
ample, using a single ruleset, one could measure the 
behaviour of flows to several different destinations (IP 
addresses), carrying different protocols (TCP, UDP), 
and different application traffic (port numbers). The 
measurement modifications to NeTraMet are included 
in the NeTraMet distribution, from version 4.5b8 and 
later on. In our implementation and tests version 
5.1b11 was used, in which round-trip time as well as 
one-way delays can be measured. 
 
5. System Solutions for End-to-End Moni-
toring 
 

The basic idea is to use a general-purpose traffic 
meter (not limited to specific protocols or traffic) that 
is triggered by the signalling information in the SIP 
messages that precede the established call. Two differ-
ent solutions are presented below. In the first case a 
Perl program at the SIP server side manages the moni-
toring of traffic between the SIP user agents. In the 
second case the monitoring activities are managed by 
the clients themselves without participation of the SIP 
server side.  
5.1. A Server-Based Solution 
 

In this case the monitoring activities are handled by 
a manager program written in Perl that resides on the 
same machine as the SIP proxy server. The system 
consists of the following components and functions.  
• Capture and analysis of the SIP messages to and 

from the SIP proxy server on UDP port 5060.  
• A srl file (simple ruleset language) is created and 

compiled to a rules file when a call is being set up. 
The information needed is the callers IP address 
and port number for voice and data transport plus 
the port number used by the monitoring packet 
generator.  

• NeMaC uses the configured rules file to control the 
meters at the SIP user agents and collect the meas-
urement data. 

• Monitoring packets are generated from the calling 
party (A) with the desired packet frequency and 
pattern. When a monitoring packet arrives at the 
called party (B) it triggers a monitoring packet to 
be sent in the opposite direction from B to A (Fig-
ure 4). 

• The meters at both SIP user agents count packets 
and bytes in the data flows between the end users. 
The cumulative values of these counters are stored 
when a monitoring packet is detected along with a 
timestamp plus an ID of the monitoring packet.  

• When the manager detects a BYE message the 
monitoring of the session and the monitoring 
packet generator are terminated. The proxy server 
has to be configured to “record route”; otherwise 
the BYE messages are sent solely between the user 
clients. 

Monitoring data gathered by the meters are col-
lected via SNMP by NeMaC and saved as flow files at 
the proxy server side. The measurement results are 
then computed in the following way.  

 
5.2. Results 
 

Packet losses can be computed as the difference be-
tween the number of packet and bytes sent at meter A 
and the number of packets and bytes received at meter 
B and vice versa. A monitoring packet sent from user 
agent A gets timestamp T1 when it leaves meter A, and 
timestamp T2 when it arrives at user agent B (Figure 
4). A monitoring packet sent from user agent B gets 
timestamp T3 when it leaves meter B and timestamp T4 
when it arrives at user agent A. One-way delays from 
the calling party to the called party is T2-T1, and T4-T3 
in the opposite direction. Accurate results require sta-
ble and synchronized computer clocks. The round-trip 
time is computed as T4-T1-(T3-T2), where T3-T2 is the 
extra delay at user agent B. The inter-arrival jitter can 
be computed as the variation of the inter-arrival times 
compared to the inter-transmission times. This is e.g. 
the case in the RTCP receiver reports based on RTP 
timestamps [1]. Let T_diff_sent be the time distance 
between when packet n+1 and packet n and were sent, 
and T_diff_received be the time distance between when 
packet n+1 and packet n were received. The inter-
arrival jitter for the packets n and n+1 is then 
T_diff_received minus T_diff_sent. The advantage is 
that synchronized clocks are not required, which is the 
case if jitter is computed as variation in delays.  

The cumulative counter values of bytes and packets 
and a timestamp are stored each time a monitoring 
packet is recognized by the meter. This makes it possi-
ble to compute throughput (sent and received) in bits 
per second and packet loss with a resolution that corre-



sponds to the size of the monitoring block, i.e. the dis-
tance between consecutive monitoring packets. The 
loss process can be expressed in terms of the length of 
loss periods and loss-free periods, and throughput can 
be given per monitoring block [7].    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    

 
Figure 3. A server-based solution for end-to-end monitor-
ing of performance parameters in data traffic between 
the user agents.     
 

          

Figure 4. Timestamps for monitoring packets in both 
directions.     
 
5.3. A Client-Based Solution 
 

For a client-based solution (Figure 5) the monitor-
ing activities are handled by a program written in Perl 
at the user agents. In principle, the only difference is 
that the manager function including NeMaC is moved 
from the SIP proxy server side to the clients. The 
measurement results are the same as presented in the 
previous case.    

 
6.0. Measurement Results 
 

The server-based solution has been tested with a 
user agent in Karlskrona in the southern part of Swe-
den and the other user agent and the proxy server 
placed at KTH in Stockholm. The calls between the 
user agents (Linphone [9] and Kphone [10] were used) 
are set up using the SER SIP server from iptel.org [11]. 
The VoIP traffic uses the UDP/RTP protocols.  
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Figure 5. A client-based solution for end-to-end monitor-
ing of performance parameters in data traffic between 
the user agents.      
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Figure 6 to Figure 12 illustrate possible results run-

ning this prototype implementation. Approximately 
one monitoring packet was sent per second and around 
50 UDP/RTP packets per second. The monitoring 
packets have the same size (200 bytes) and the same 
transport protocol (UDP) as the user packets. The 
measurement periods lasted 5 minutes. The monitoring 
packets and timestamps follow the procedure outlined 
in Figure 4. The following statistics and graphs (pro-
duced in MATLAB) were obtained for delays, delay 
variations, inter-arrival jitter and throughput. The loss 
rate was very low and is therefore not shown in the 
graphs. 

A meter and monitoring 

The inter-arrival jitter (defined in Section IV.B) for 
packets sent from Karlskrona to Stockholm is shown in 
the histogram in Figure 6, and in the other direction in 
Figure 7. The round-trip time distribution is depicted 
in Figure 8 with a mean value of 12.7 ms. The distribu-
tion of round-trip time variation computed according 
to the ITU-T type of definition [12] is shown in Figure 
9, and according to an IPPM type of definition [13] in 
Figure 10. The ITU-T type of jitter has been inter-
preted as the packet delays minus the minimum packet 
delay (an approximation of the propagation time). The 
IPPM type of jitter has been interpreted as the differ-
ence between consecutive packet delays. 

The time between the arrival of the monitoring 
packet in the receiving node and the departure time of 
the monitoring packet in the opposite direction, T3-T2, 
is subtracted when the round-trip time is computed. 
The histogram in Figure 11 shows this extra delay 
time. The throughput for incoming traffic (measured at 
party B) per monitoring block can be seen in Figure 
12.    
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User 
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Figure 6. A histogram showing inter-arrival jitter 
(Karlskrona to Stockholm).  
 

    

Figure 7. A histogram showing inter-arrival jitter (Stock-
holm to Karlskrona).  
 

    

Figure 8. A histogram showing round-trip time distribu-
tion during the measurement period.     

      

Figure 9. A histogram showing round-trip time variation 
during the measurement period with the ITU-T type of 
definition.  

     

Figure 10. A histogram showing round-trip time varia-
tion during the measurement period with the IPPM type 
of definition.    

    

Figure 11. A histogram showing the monitoring packet 
delay time in the called party node before a monitoring 
packet is sent in the opposite direction to the calling 
party.    



    
Figure 12. A histogram showing throughput per monitor-
ing block from Karlskrona to Stockholm during the 
measurement period.   
 

7. Discussion of Results 
 

The server-based solution can be used by an opera-
tor in different ways. One alternative is to monitor ran-
domly chosen sample sessions to get an overall picture 
of the call quality for all sessions handled by the spe-
cific proxy server. Other possibilities are to measure 
certain customers or samples of calls for every cus-
tomer. The requirement for the server-based imple-
mentation is that the SIP proxy server is configured to 
“record route”.  

In end-to-end measurements between ordinary end 
users require stable and synchronized computer clocks. 
Our experience is that personal computers attached to 
NTP servers are inaccurate and unreliable. This is also 
shown in several studies, e.g. [14]. Our conclusion is 
therefore that in absence of high precision synchro-
nized time stamping functions it is better to refrain 
from one-way delay estimates, and instead focus on 
measuring round-trip time and inter-arrival jitter be-
tween ordinary end users. One difficulty in measuring 
end-to end delays is how to distinguish the contribu-
tion to the delay budget from the different parts of the 
network and the client itself. From a network opera-
tor’s point of view it seems likely that end-to-end delay 
measurements would benefit a lot from complementary 
edge-to-edge measurements within the network as 
well. This would facilitate to determine how different 
parts of an end-to-end connection contribute to the 
entire delay budget. An alternative approach is the 
protocol RTCP-XR that relies on the reports from the 
real-time control protocol, a companion protocol to 
RTP. However, our approach has been to apply a more 
generic measurement method that can be reused in 
other scenarios and is not dependent entirely on RTP. 
The round-trip time variation was presented in two 
different metrics, one inspired from ITU-T and the 
other from IPPM’s definition. In the first case the con-

stant part of the delays was eliminated in order to focus 
on the variable part. This is probably an advantage if 
you want to use these results to e.g. dimensioning jitter 
buffers.  

The future work for this prototype implementation 
is to perform more extensive measurements and espe-
cially study packet loss. This method using monitoring 
packets and NeTraMet makes it possible to determine 
the loss distribution in time, such as the length of loss-
free periods and loss periods.  
 

8. Conclusions 
 

We have presented an architecture and prototype 
implementation of end-to-end monitoring of perform-
ance parameters between end users in SIP-based com-
munication. The approach is to combine signalling 
information and measurements of user data traffic. 
Two different prototype implementations have been 
presented. The SIP proxy server-based solution con-
sists of a Perl manager program that detects when calls 
are being set up and activates the meter agents at both 
user agents. The actual measurements are performed 
by the NeTraMet meters and controlled by NeMaC. In 
the client-based solution the manager has been moved 
from the server side to the clients. The test measure-
ments illustrate some of the results that can be obtained 
per session; packet loss, round-trip delays and their 
variation, inter-arrival jitter and throughput. The 
granularity of the metrics is determined by the size on 
the monitoring block, i.e. the distance between moni-
toring packets. 
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